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ABSTRACT

The aim of this work is to generalize reliability equivalence technique to apply it to a system consists of \(n\) independent and non-identical components connected in series system, that have mixing constant failure rates. We shall improve the system by using some reliability techniques: (i) reducing some failure rates; (ii) add hot redundancy components; (iii) add cold redundancy components; (iv) add cold redundancy components with imperfect switches. We start by establishing two different types of reliability equivalence factors, the survival equivalence (SRE), and mean reliability equivalence (MRE) factors. Also, we introduced some numerical results.
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1. INTRODUCTION


Generally, there are two basic methods to improve a given system, see Sarhan (2000). These methods are: (1) reduction method, (2) redundancy method.

The redundancy methods include three possible methods: (1) hot duplication method; (2) cold duplication method; (3) imperfect switching duplication method.

In spacecraft, for example: satellites or other space applications, in well-logging equipment and in pacemakers and similar biomedical applications and in engineering applications, the redundancy method may not be an appropriate method to be used for a system in which the
minimum size and weight are overriding considerations, see Lewis (1996).

In such applications, space or weight limitations may indicate an increase in component reliability rather than redundancy. Therefore, more emphasis must be placed on robust design, manufacturing quality control, and on controlling the operating environment. Thus, the concept of reliability equivalence takes place. In this concept, the improved design of the system, which obtained by following the reduction method, should be equivalent to that improved design of the system which obtained by using one of the redundancy methods.

The previous articles (1989-2006) in reliability equivalence technique assumed that the system components have one type of constant failure rate. Mustafa (2007) introduces the concept of reliability equivalence on n-component series system with identical and independent components with three types of failure rates and made a mixture of these types; see Everitt and Hand (1981).

In this paper, we study the concept of reliability equivalence of an n-independent and non-identical components series system when the failure rate of each component is presented as a mixture of constant failure rates.

Let $T_i$ be the lifetime of the component $i$, $i=1, 2, ..., n$. It is assumed that $T_i$ is exponentially distributed random variable with parameter $\lambda_i$ which is defined as $\lambda_i = \sum_{j=1}^{3} \alpha_j \lambda_j$, $\alpha_j \geq 0$, $\sum_{j=1}^{3} \alpha_j = 1$, $i=1, 2, ..., n$, where $\lambda_{i1}$, $\lambda_{i2}$ and $\lambda_{i3}$ are the industry, shock and human failure rates of component $i$.

The main objective of this paper is to calculate two types of reliability equivalence factors of the studied system. These types are the survival and mean reliability equivalence factors. In obtaining such types of reliability equivalence factors, the survival function and mean time to failure are used respectively as performance measures of the system reliability.

This paper is organized as follows. Section 2, derives the reliability function and mean time to failure of the system. Section 3, presents the reliability functions and mean time to failures of the improved systems. The $\alpha$-fractiles of the original and improved systems are presented in Section 4. Two different types of reliability equivalence factors of the system are derived in Section 5. Finally, some numerical results and conclusions are listed in Section 6.
2. THE ORIGINAL SYSTEM

We consider a system shown in Figure 1 that consists of n-components connected in series. The failure rates of the system components are assumed to be constant.

![Figure 1](image)

Figure 1. n-component, series system.

Let $R(t)$ be the reliability function of the system. The function $R(t)$ is given by

$$R(t) = \prod_{i=1}^{n} \exp\{-\lambda_i t\} = \exp\{-\Lambda t\},$$

(1)

Where, $\Lambda = \sum_{i=1}^{n} \Lambda_i$, $\Lambda_i = \sum_{j=1}^{m} \alpha_j \lambda_j$.

Let $MTTF$ be the mean time to system failure. One can easily obtain that

$$MTTF = \int_0^\infty R(t)dt = \frac{1}{\Lambda}.$$  

(2)

3. THE IMPROVED SYSTEMS

The quality of the system reliability can be improved using four different methods of the system improvements.

3.1. REDUCTION METHOD

Let $R_{B,\rho}(t)$ denotes the reliability function of the improved system when the mixture failure rate of the set of $B$ components are reduced by the same factor $\rho$, $0 < \rho < 1$. One can obtain the function $R_{B,\rho}(t)$ as follows

$$R_{B,\rho}(t) = \left[ \prod_{i \in B} \exp\{-\rho \Lambda_i t\} \right] \left[ \prod_{i \in \bar{B}} \exp\{-\Lambda_i t\} \right]$$

$$= \exp\{-\rho \sum_{i \in B} \Lambda_i t\} \exp\{-\sum_{i \in \bar{B}} \Lambda_i t\}$$

$$= \exp\{-[\Lambda - (1-\rho)\Lambda_B]t\},$$

(3)

Where, $\Lambda_B = \sum_{i \in \bar{B}} \Lambda_i$, $B \subset N$, $\bar{B} = N \setminus B$ and $N = \{1, 2, ..., n\}$.

From Equation (3), the mean time to failure of the improved system, say $MTTF_{3,\rho}$, becomes
\[ \text{MTTF}_{B,\rho} = \int_0^\infty R_{B,\rho}(t) dt = \frac{1}{\Lambda - (1 - \rho)\Lambda_B}. \]  

That is, reducing the mixture failure rates of the set of \( B \) components increases the mean time to system failure by the amount 
\[ \frac{(1 - \rho)\Lambda_B}{\Lambda(\Lambda - (1 - \rho)\Lambda_B)}. \]

In this paper, we assumed that any component has three types of failures, \( \lambda_{i1}, \lambda_{i2} \) and \( \lambda_{i3}, i = 1, 2, ..., n \). We can reduce some types of failure rate say, the set \( C \subseteq \{1, 2, 3\} \).

Let \( R_{B,\rho_C}(t) \) denotes the reliability function of the improved system when the set of \( C \) failure rates from the set of \( B \) components are reduced by the factor \( \rho_C, 0 < \rho_C < 1 \). The function \( R_{B,\rho_C}(t) \) can be obtained as follows

\[ R_{B,\rho_C}(t) = \left[ \prod_{i \in \bar{B}} \left\{ - \left( \sum_{j \in C} \rho_j \alpha_j \lambda_j \right) t \right\} \right] \left[ \prod_{i \in B} \exp\left\{ - \lambda_i t \right\} \right] 
= \exp\left\{ - \left( \sum_{i \in \bar{B}} \sum_{j \in C} \rho_j \alpha_j \lambda_j + \sum_{i \in B} \sum_{j \in C} \alpha_j \lambda_j \right) t \right\} \exp\left\{ - \sum_{i \in \bar{B}} \lambda_i t \right\} 
= \exp\left\{ - \left( \Lambda - \Lambda_{BC} + \Lambda_{\rho_C} \right) t \right\}, \]

Where,
\[ \Lambda_{\rho_C} = \sum_{j \in C} \sum_{i \in \bar{B}} \rho_j \alpha_j \lambda_j, \Lambda_{BC} = \sum_{i \in B} \sum_{j \in C} \alpha_j \lambda_j, \text{ } B \subset N, \bar{B} = N \setminus B, \text{ } N = \{1, 2, ..., n\} \text{ and } C \subseteq \{1, 2, 3\}. \]

In the set \( C \),
1: industry failure,
2: shock failure,
3: human failure.

From Equation (5), the mean time to failure of the improved system, say \( \text{MTTF}_{B,\rho_C} \), becomes

\[ \text{MTTF}_{B,\rho_C} = \int_0^\infty R_{B,\rho_C}(t) dt = \frac{1}{\Lambda - \Lambda_{BC} + \Lambda_{\rho_C}}. \]

That is, reducing the set of \( C \) failure rates of the set of \( B \) components increases the mean time to system failure by the amount
\[ \frac{\Lambda_{BC} - \Lambda_{\rho_C}}{\Lambda(\Lambda - \Lambda_{BC} + \Lambda_{\rho_C})}. \]
3.2. HOT DUPLICATION METHOD

Let \( R^H_A(t) \) be the reliability function of the improved system obtained by assuming hot duplications of a set of \( A \) components, \( A \subseteq \{1, 2, \ldots, n\} \). Thus, \( R^H_A(t) \) is given by

\[
R^H_A(t) = \left[ \prod_{i \in A} R^H_i(t) \right] \left[ \prod_{i \in A} R_i(t) \right],
\]

where \( R^H_i(t) \) denotes the reliability function of component \( i \) after modification using the hot duplication method. Figure 2 shows the hot redundant of component \( i \).

![Figure 2. Hot redundant of component i.](image)

The function \( R^H_i(t) \) is given as

\[
R^H_i(t) = [2 - \exp(-\lambda_i t)] \exp(-\lambda_i t).
\]

Thus, \( R^H_A(t) \) becomes

\[
R^H_A(t) = \left[ \prod_{i \in A} (2 - \exp(-\lambda_i t)) \exp(-\lambda_i t) \right] \left[ \prod_{i \in A} \exp(-\lambda_i t) \right]
\]

\[
= \left[ \prod_{i \in N} \exp(-\lambda_i t) \right] \left[ \prod_{i \in A} (2 - \exp(-\lambda_i t)) \right]
\]

\[
= 2^m \exp(-\lambda_i t) \left[ \prod_{i \in A} \left(1 - \frac{1}{2} \exp(-\lambda_i t)\right) \right], \quad m = |A|. \tag{7}
\]

Sarhan (2000), write the following relation

\[
\prod_{i \not= j} \left(1 - \frac{1}{2} \exp(-\lambda_i t)\right) = \sum_{\tau=0}^{m} (-1)^\tau 2^{-\tau} \sum_{\gamma(\tau)} \exp\left(-\gamma^{(\tau)}(t)\right),
\]

where \( \gamma^{(\tau)}(0) = \lambda_{i_1} + \lambda_{i_2} + \ldots + \lambda_{i_j}, i_1 < i_2 < \ldots < i_j \in A, \quad \gamma^{(\tau)}(0) = 0, \quad \gamma^{(\tau)}(t) \neq \gamma^{(\tau)}(t) \quad \text{for} \quad i \neq j \quad \text{and} \quad 1 \leq i, j \leq \binom{n}{\tau}. \)

Substituting from the above relation into Equation (7), one can verify that

\[
R^H_A(t) = 2^m \exp(-\lambda t) \sum_{\tau=0}^{m} (-1)^\tau 2^{-\tau} \sum_{\gamma(\tau)} \exp\left(-\gamma^{(\tau)}(t)\right). \tag{8}
\]

Let \( MTTF^H_A \) be the mean time to failure of the improved system assuming hot duplication of the set of \( A \) components. Using Equation (3.8), one can deduce \( MTTF^H_A \) as
\[ MTTF_A'' = 2^n \sum_{i=0}^{n} \left( (-1)^i 2^{-i} \sum_{j=1}^{n} \left( \Lambda + \gamma_i^{(j)} \right)^{-1} \right). \] (9)

That is, hot duplication of the set of \( A \) components increases the mean time to system failure by the amount
\[ \frac{2^n - 1}{\Lambda} + 2^n \sum_{i=1}^{n} \left( (-1)^i 2^{-i} \sum_{j=1}^{n} \left( \Lambda + \gamma_i^{(j)} \right)^{-1} \right). \]

### 3.3. COLD DUPLICATION METHOD

Let \( R_A^C(t) \) be the reliability function of the improved system obtained by assuming cold duplications of the set of \( A \) components, \( A \subseteq \{ 1, 2, ..., n \} \).

The function \( R_A^C(t) \) is given by
\[ R_A^C(t) = \left[ \prod_{i \in A} R_i^C(t) \right] \prod_{i \notin A} R_i(t), \]
where \( R_i^C(t) \) denotes the reliability function of component \( i \) after modification using the cold duplication method. Figure 3 shows the cold redundant of the component \( i \).

![Figure 3. Cold redundant of component \( i \).](image)

The function \( R_i^C(t) \) is given as, see Billinton and Allan (1989)
\[ R_i^C(t) = (1 + \lambda_t) \exp\{-\lambda_t t\}. \]

Thus, \( R_A^C(t) \) becomes
\[ R_A^C(t) = \left[ \prod_{i \in A} (1 + \lambda_t) \exp\{-\lambda_t t\} \right] \prod_{i \notin A} \exp\{-\lambda_t t\} \]
\[ = \left[ \prod_{i \in A} (1 + \lambda_t) \right] \left[ \prod_{i \notin A} \exp\{-\lambda_t t\} \right] \]
\[ = \exp\{-\Lambda t\} \left[ \prod_{i \in A} (1 + \lambda_t) \right] \] (10)

Further, we have
\[ \prod_{i \in A} (1 + \lambda_t) = \sum_{i=0}^{m} a_i t^i, \]

Where
$a_i = \sum_{i_1, i_2, \ldots, i_m \in \mathcal{A}} \lambda_{i_1} \lambda_{i_2} \ldots \lambda_{i_m}, \; a_0 = 1, \; m = |\mathcal{A}|.$

See Sarhan (2000), substituting from the above relation into Equation (10), it follows that

$$R_A^C(t) = \exp\left\{-\Lambda t \sum_{i=0}^{m} a_i t^i \right\}.$$ \hspace{1cm} (11)

From Equation (11), the mean time to failure of the improved system, say $MTTF_A^C$, assuming cold duplications of the set of $A$ components is given as

$$MTTF_A^C = \sum_{i=0}^{m} \frac{a_i \Gamma(\ell+1)}{\Lambda^{\ell+1}}, \; m = |\mathcal{A}|.$$ \hspace{1cm} (12)

That is, cold duplication of the set of $A$ components increases the mean time to system failure by the amount $\sum_{i=1}^{m} \frac{a_i \Gamma(\ell+1)}{\Lambda^{\ell+1}}$.

### 3.4. IMPERFECT SWITCHING DUPLICATION METHOD

Let us consider now that, the system reliability can be improved assuming cold duplication method with imperfect switch of $m, 1 \leq m \leq n$, components. Let $\bar{A}$ denotes the index set of the components which will be improved according to this method and $\bar{A} = N \setminus A, |\bar{A}| = m$. In such method, it is assumed that the component $i \in A$ is connected by a cold redundant standby component via a random switch having a constant failure rate, say $\beta_i$.

Let $R'_i(t)$ be the reliability function of the improved system when the set of $A$ components is improved according to the cold duplication method with imperfect switch. The function $R'_i(t)$ is given as

$$R'_A(t) = \left[ \prod_{i \in \bar{A}} R'_i(t) \right] \left[ \prod_{i \in A} R_i(t) \right],$$

where $R'_i(t)$ denotes the reliability function of component $i$ after modification according to cold duplication method with imperfect switch, see Figure 4.

![Figure 4. Cold redundant with imperfect switch of component i.](image-url)
The function $R_i'(t)$ is given as, see Billinton and Allan (1989)

$$R_i'(t) = \frac{1}{\phi_i} \exp\{-\lambda_i t\} \left[ 1 + \phi_i - \exp\{-\beta_i t\} \right], \phi_i = \frac{\beta_i}{\lambda_i}, i \in A.$$ 

Thus, $R_i'(t)$ is given as

$$R_i'(t) = \left[ \prod_{i \in A} \frac{1}{\phi_i} \exp\{-\lambda_i t\} \left[ 1 + \phi_i - \exp\{-\beta_i t\} \right] \right] \prod_{i \in A} \exp\{-\lambda_i t\}$$

$$= \exp\{-\Lambda t\} \prod_{i \in A} \left\{ \frac{1}{\phi_i} \left[ 1 + \phi_i - \exp\{-\beta_i t\} \right] \right\}$$

$$= \frac{\exp\{-\Lambda t\}}{\prod_{i \in A} \phi_i} \prod_{i \in A} \left[ 1 + \phi_i - \exp\{-\beta_i t\} \right]. \quad (13)$$

But, we have

$$\prod_{i \in A} \left[ 1 + \phi_i - \exp\{-\beta_i t\} \right] = \prod_{i \in A} [\psi_i - \exp\{-\beta_i t\}]$$

$$= \sum_{\omega=0}^{n} \left[ (-1)^{\omega} \sum_{\{i\}} \gamma_{i(m-\omega)} \exp\{-\beta_{(m)} - \beta_{(m-\omega)}\} \right]. \quad (14)$$

Where $\psi_i = 1 + \phi_i$, $\psi_{(m)}^{(n)} = \psi_{i_1} \psi_{i_2} \ldots \psi_{i_j}$, $i_1 < i_2 < \ldots < i_j \in A$, $\psi_{(m)}^{(n)} \neq \psi_{(n)}^{(m)}$ for $i \neq j$, $\psi_{(m)}^{(n)} = 1$, $\beta_{(m)} = \sum_{i \in A} \beta_i$, $\beta_{(m)}^{(n)} = \beta_{i_1} + \beta_{i_2} + \ldots + \beta_{i_j}, \beta_{(m)}^{(n)} \neq \beta_{(n)}^{(m)}$, for $i \neq j$, $\beta_{(m)}^{(n)} = 0, 1 \leq i, j \leq \binom{n}{2}$.

See Sarhan (2000), substituting from Equation (14) into (13), we get

$$R_i'(t) = \frac{1}{\prod_{i \in A} \phi_i} \sum_{\omega=0}^{n} \left[ (-1)^{\omega} \sum_{\{i\}} \gamma_{i(m-\omega)} \exp\{-\lambda_i + \beta_{(m)} - \beta_{(m-\omega)}\} \right]. \quad (15)$$

From Equation (15), the mean time to failure of the improved system, say $MTTF_i'$, is given by

$$MTTF_i' = \frac{1}{\prod_{i \in A} \phi_i} \sum_{\omega=0}^{n} \left[ (-1)^{\omega} \sum_{\{i\}} \frac{\psi_{i(m-\omega)}}{\lambda_i + \beta_{(m)} - \beta_{(m-\omega)}} \right]. \quad (16)$$

That is, cold duplication with imperfect switch of the set of $A$ components increases the mean time to system failure by the amount

$$\frac{1}{\prod_{i \in A} \phi_i} \sum_{\omega=0}^{n} \left[ (-1)^{\omega} \sum_{\{i\}} \frac{\psi_{i(m-\omega)}}{\lambda_i + \beta_{(m)} - \beta_{(m-\omega)}} \right] - \frac{1}{\Lambda}.$$
4. THE $\alpha$–FRAC TILES

This section presents the $\alpha$-fractiles of the original and improved systems. Let $L(\alpha)$ be the $\alpha$-fractile of the original system and $L^D_A(\alpha), D = H, C$ and $I, A \subset \{1, 2, ..., n\}$, the $\alpha$-fractiles of the improved systems.

The $\alpha$-fractiles $L(\alpha)$ and $L^D_A(\alpha)$ are defined as the solution of the following equations, respectively:

$$R\left(\frac{L(\alpha)}{\Lambda}\right) = \alpha, \quad R\left(\frac{L^D_A(\alpha)}{\Lambda}\right) = \alpha.$$  \hspace{1cm} (17)

It follows from Equations (1) and the first Equation (17) that

$$L(\alpha) = -\ln(\alpha).$$  \hspace{1cm} (18)

From the second Equation of (17), when $D=H$, and Equation (7), one can verify that $L = L^H_A(\alpha)$ satisfies the following equation

$$L + \ln(\alpha) - \left[ m \ln(2) + \sum_{i \in A} \ln\left(1 - \frac{1}{2} \exp\left(-\frac{\phi_i}{\Lambda}\right)\right)\right] = 0.$$  \hspace{1cm} (19)

Similarly, from Equation (10) and the second Equation of (17), when $D=C$, $L = L^C_A(\alpha)$ can be obtained by solving the following equation

$$L + \ln(\alpha) - \sum_{i \in A} \ln\left(1 + \frac{1}{\phi_i} L\right) = 0.$$  \hspace{1cm} (20)

Finally, from Equation (13) and the second Equation of (17), when $D=I$, $L = L^I_A(\alpha)$ satisfies the following equation

$$L + \ln(\alpha) - \sum_{i \in A} \left[ \ln\left(1 + \phi_i - \exp\left(-\frac{B_i}{\Lambda}\right)\right) - \ln(\phi_i)\right] = 0.$$  \hspace{1cm} (21)

Equations (19)-(21) have no closed form solutions and can be solved using some numerical program such as Mathematica Program System.

5. RELIABILITY EQUIVALENCE FACTORS

In this section, we derive SREF and MREF of the n-components series system. Where $A$ is the set of components improved according to one of the duplication methods (hot, cold and cold with imperfect) and $B$ is the set of components improved according to a reduction method.

5.1. THE SREF

In this subsection, we shall derive the SREF in three different methods. When the mixture failure rate of the set of $B$ components are
reduced by the same factor \( \rho \), these factors will be denoted by \( \rho_{A,B}^D(\alpha) \), \( D = H, C, I \) and \( A, B \subseteq \{1, 2, \ldots, n\} \).

The factor \( \rho_{A,B}^D(\alpha) \) is defined as the solution \( \rho \) of the equation

\[
R_A^D(t) = R_B(t) = \alpha. \tag{22}
\]

Using Equation (22), when \( D = H \), together with Equations (3) and (7), one can verify that the factor \( \rho = \rho_{A,B}^{H}(\alpha) \) satisfies the following equation

\[
m \ln(2) + \frac{(1-\rho)\Lambda_B}{(\rho-1)\Lambda_B + \Lambda} \ln(\alpha) + \sum_{i \in A} \ln \left[ 1 - \frac{\lambda_i}{1 - \frac{\alpha}{(\rho-1)\Lambda + \Lambda}} \right] = 0. \tag{23}
\]

The factor \( \rho = \rho_{A,B}^{H}(\alpha) \) can be obtained by solving the above equation with respect to \( \rho \).

Similarly, using Equation (22), when \( D = C \), together with Equations (3) and (10), one can deduce the following equation

\[
\left[ \frac{(1-\rho)\Lambda_B}{(\rho-1)\Lambda_B + \Lambda} \right] \ln(\alpha) + \sum_{i \in A} \ln \left[ 1 - \frac{\lambda_i \ln(\alpha)}{(\rho-1)\Lambda_B + \Lambda} \right] = 0. \tag{24}
\]

Finally, one can use Equation (22), when \( D = I \), together with Equations (3) and (13) to verify that the factor \( \rho = \rho_{A,B}^{I}(\alpha) \) satisfies the equation

\[
\left[ \frac{(1-\rho)\Lambda_B}{(\rho-1)\Lambda_B + \Lambda} \right] \ln(\alpha) + \sum_{i \in A} \left\{ \ln \left[ 1 + \phi_i - \frac{\alpha}{(\rho-1)\Lambda + \Lambda} \right] - \ln(\phi_i) \right\} = 0. \tag{25}
\]

Equations (23)-(25) have no closed form solutions and can be solved using some numerical program such as Mathematica Program System.

Another reliability equivalence factors, say \( \rho_{BC} \), that obtained when the set of type failures \( C \) of \( B \) component system are reducing. These factors will be denoted by \( \Lambda_{\rho_{BC}}^D(\alpha) \), \( D = H, C, I, B \subseteq \{1, 2, \ldots, n\} \) and \( C \subseteq \{1, 2, 3\} \).

The factor \( \rho_{BC} = \Lambda_{\rho_{BC}}^D(\alpha) \) is defined as the solution of the equation

\[
R_A^D(t) = R_B(t) = \alpha. \tag{26}
\]

Using Equation (26), when \( D = H \), together with Equations (5) and (7), one can verify that the factor \( \Lambda_{\rho_{BC}}^H(\alpha) \) satisfies the following equation
Similarly, using Equation (26), when \( D = C \), together with Equations (5) and (10), one can deduce the following equation

\[
\frac{\Lambda_{BC} - \Lambda_{\rho_{BC}}}{\Lambda - \Lambda_{BC} + \Lambda_{\rho_{BC}}} \ln(\alpha) + \sum_{i \in \mathcal{B}} \ln \left[ 1 - \frac{1}{2} \alpha \frac{\lambda_i}{\Lambda - \Lambda_{BC} + \Lambda_{\rho_{BC}}} \right] = 0. \tag{27}
\]

Finally, one can use Equation (26), when \( D = I \), together with Equations (5) and (13) to verify that the factor \( \Lambda'_{\rho_{BC}}(\alpha) \) satisfies the equation

\[
\frac{\Lambda_{BC} - \Lambda_{\rho_{BC}}}{\Lambda - \Lambda_{BC} + \Lambda_{\rho_{BC}}} \ln(\alpha) + \sum_{i \in \mathcal{B}} \ln \left[ 1 + \phi_i - \alpha \frac{\beta_i}{\Lambda - \Lambda_{BC} + \Lambda_{\rho_{BC}}} \right] - \ln(\phi_i) = 0. \tag{28}
\]

Equations (27)-(29) have no closed form solutions and may be solved numerically by using Mathematica Program System.

### 5.2. THE MREF

The MREF, say \( \xi_{A,B}^D(\alpha) \), for \( D = H, C \text{ and } I \) can be obtained by solving the following equation

\[
MTTF_{B,D} = MTTF_{A,D}. \tag{30}
\]

Using Equation (30) together with Equation (4), one can verify that \( \xi_{A,B}^D(\alpha) \) satisfies the equation

\[
\xi_{A,B}^D(\alpha) = 1 + \frac{1}{\Lambda_B} \left[ \frac{1}{MTTF_{A,D}} - \Lambda \right]. \tag{31}
\]

Also, the factor \( \Lambda_{\xi_{BC}}(\alpha) \) can be obtained by solving the following equation

\[
MTTF_{A,\rho_{BC}} = MTTF_{A,D}. \tag{32}
\]

Using Equation (32) together with Equation (6), one can deduce the following equation

\[
\Lambda_{\xi_{BC}} = \frac{1}{MTTF_{A,D}} + \Lambda_{BC} - \Lambda. \tag{33}
\]

Equations (31) and (33) may be solved numerically by using Mathematica program System, to get \( \xi_{A,B}^D(\alpha) \) and \( \Lambda_{\xi_{BC}}(\alpha) \) for given \( A, B, n \) and
The $MTTF^D_A$ are given, for $D=H$, $C$ and $I$, by solving Equations (9), (12) and (16) respectively.

6. NUMERICAL RESULTS AND CONCLUSIONS

To explain how one can utilize the previously obtained theoretical results, we introduce a numerical example. In such example, we calculate the two different reliability equivalence factors of a three-component series system under the following assumptions:

1. The failure rate of the component $i$, is $\lambda_i = \sum_{j=1}^{3} \alpha_{ij} \lambda_{ij}$, $i = 1, 2, 3$, ,
   $\sum_{j=1}^{3} \alpha_{ij} = 1$, $\alpha_{ij} \geq 1$, $\lambda_{ij} > 0$.

2. the industry, shock and human failure rates of the three components are given, respectively, as
   (i) $\lambda_{11} = 0.07$, $\lambda_{12} = 0.06$, $\lambda_{13} = 0.055$ with $\alpha_{11} = 0.4$, $\alpha_{12} = 0.35$, $\alpha_{13} = 0.25$, for the first component,
   (ii) $\lambda_{21} = 0.08$, $\lambda_{22} = 0.075$, $\lambda_{23} = 0.07$ with $\alpha_{21} = 0.5$, $\alpha_{22} = 0.3$, $\alpha_{23} = 0.2$, for the second component,
   (iii) $\lambda_{31} = 0.09$, $\lambda_{32} = 0.088$, $\lambda_{33} = 0.078$ with $\alpha_{31} = 0.52$, $\alpha_{32} = 0.26$, $\alpha_{33} = 0.22$, for the third component.

3. the system reliability will be improved when two or three components are improved according to one of the previous duplication methods, when $|A|\leq 2, 3$.

4. In the imperfect switch duplication method $\beta_1 = 0.01$, $\beta_2 = 0.02$, $\beta_3 = 0.03$.

For this example, we have found that:
The mean time to failure of the original system is $MTTF=4.423$. The mean time to failure of the improved systems assuming hot, cold and imperfect switch duplication methods are presented in Table 1.

<table>
<thead>
<tr>
<th>A</th>
<th>$MTTF^H$</th>
<th>$MTTF^I$</th>
<th>$MTTF^C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>{1, 2}</td>
<td>6.895</td>
<td>7.662</td>
<td>7.978</td>
</tr>
<tr>
<td>{1, 3}</td>
<td>7.038</td>
<td>7.836</td>
<td>8.293</td>
</tr>
<tr>
<td>{2, 3}</td>
<td>7.459</td>
<td>8.146</td>
<td>8.768</td>
</tr>
<tr>
<td>{1, 2, 3}</td>
<td>9.256</td>
<td>11.339</td>
<td>12.727</td>
</tr>
</tbody>
</table>

From the above table, one can conclude that:
$MTTF < MTTF^H_A < MTTF^I_A < MTTF^C_A$, for all $A \subseteq \{1,2,3\}$. 

The $\alpha$-fractiles $L(\alpha), L^D(\alpha)$ and the reliability equivalence factors $\rho_{A,B}^D(\alpha), D=H, C, I$ and $A, B \subseteq \{1,2,3\}$ are calculated using Mathematica Program System according to the previous theoretical formulae. In such calculations the level $\alpha$ is chosen to be 0.1, 0.2, ..., 0.5.

Table 2 represents the $\alpha$-fractiles of the original and improved systems that are obtained by improving two or three components according to the previously mentioned methods.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$L(\alpha)$</th>
<th>$A={1,2}$</th>
<th>$A={1,3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L^H$</td>
<td>$L^I$</td>
<td>$L^C$</td>
</tr>
<tr>
<td>0.1</td>
<td>2.303</td>
<td>3.285</td>
<td>3.694</td>
</tr>
<tr>
<td>0.2</td>
<td>1.609</td>
<td>2.459</td>
<td>2.754</td>
</tr>
<tr>
<td>0.3</td>
<td>1.204</td>
<td>1.946</td>
<td>2.169</td>
</tr>
<tr>
<td>0.4</td>
<td>0.916</td>
<td>1.562</td>
<td>1.729</td>
</tr>
<tr>
<td>0.5</td>
<td>0.693</td>
<td>1.245</td>
<td>1.369</td>
</tr>
<tr>
<td></td>
<td>$L^H$</td>
<td>$L^I$</td>
<td>$L^C$</td>
</tr>
<tr>
<td>0.1</td>
<td>2.303</td>
<td>3.367</td>
<td>3.806</td>
</tr>
<tr>
<td>0.2</td>
<td>1.609</td>
<td>2.551</td>
<td>2.883</td>
</tr>
<tr>
<td>0.3</td>
<td>1.204</td>
<td>2.043</td>
<td>2.305</td>
</tr>
<tr>
<td>0.4</td>
<td>0.916</td>
<td>1.660</td>
<td>1.867</td>
</tr>
<tr>
<td>0.5</td>
<td>0.693</td>
<td>1.343</td>
<td>1.504</td>
</tr>
</tbody>
</table>

Based on the results presented in Table 2, it seems that:

$L(\alpha) < L^H(\alpha) < L^I(\alpha) < L^C(\alpha)$ in all studied cases.

This is confirmed by the results obtained for MTTF.

Tables (3-4) show the SREF of the improved systems using each duplication method for some $A$, $B$ and $C$.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$L(\alpha)$</th>
<th>$A={2,3}$</th>
<th>$A={1,2,3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L^H$</td>
<td>$L^I$</td>
<td>$L^C$</td>
</tr>
<tr>
<td>0.1</td>
<td>2.303</td>
<td>3.367</td>
<td>3.806</td>
</tr>
<tr>
<td>0.2</td>
<td>1.609</td>
<td>2.551</td>
<td>2.883</td>
</tr>
<tr>
<td>0.3</td>
<td>1.204</td>
<td>2.043</td>
<td>2.305</td>
</tr>
<tr>
<td>0.4</td>
<td>0.916</td>
<td>1.660</td>
<td>1.867</td>
</tr>
<tr>
<td>0.5</td>
<td>0.693</td>
<td>1.343</td>
<td>1.504</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>A / B = {2, 3} / B = {1, 2, 3}</th>
<th>(\rho^H)</th>
<th>(\rho^I)</th>
<th>(\rho^C)</th>
<th>(\rho^H)</th>
<th>(\rho^I)</th>
<th>(\rho^C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>{1, 3}</td>
<td>0.306</td>
<td>0.212</td>
<td>0.168</td>
<td>0.354</td>
<td>0.266</td>
<td>0.225</td>
</tr>
<tr>
<td>{2, 3}</td>
<td>0.273</td>
<td>0.173</td>
<td>0.118</td>
<td>0.323</td>
<td>0.230</td>
<td>0.179</td>
</tr>
<tr>
<td>{1, 2, 3}</td>
<td>0.068</td>
<td>NA</td>
<td>NA</td>
<td>0.133</td>
<td>0.011</td>
<td>NA</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(\alpha)</th>
<th>A</th>
<th>(\rho^H)</th>
<th>(\rho^I)</th>
<th>(\rho^C)</th>
<th>(\rho^H)</th>
<th>(\rho^I)</th>
<th>(\rho^C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>{1, 2}</td>
<td>0.280</td>
<td>0.198</td>
<td>0.171</td>
<td>0.330</td>
<td>0.254</td>
<td>0.228</td>
</tr>
<tr>
<td>{1, 3}</td>
<td>0.253</td>
<td>0.169</td>
<td>0.130</td>
<td>0.304</td>
<td>0.226</td>
<td>0.190</td>
<td></td>
</tr>
<tr>
<td>{2, 3}</td>
<td>0.214</td>
<td>0.125</td>
<td>0.076</td>
<td>0.269</td>
<td>0.185</td>
<td>0.139</td>
<td></td>
</tr>
<tr>
<td>{1, 2, 3}</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0.068</td>
<td>NA</td>
<td>NA</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. The SREF \(A_{\rho_{pc}}^\alpha\):

<table>
<thead>
<tr>
<th>(\alpha)</th>
<th>B</th>
<th>C</th>
<th>(\Lambda_{\rho_{pc}}^H)</th>
<th>(\Lambda_{\rho_{pc}}^I)</th>
<th>(\Lambda_{\rho_{pc}}^C)</th>
<th>(\Lambda_{\rho_{pc}}^H)</th>
<th>(\Lambda_{\rho_{pc}}^I)</th>
<th>(\Lambda_{\rho_{pc}}^C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>{1, 2} / {1, 3} / {2, 3}</td>
<td>0.044</td>
<td>0.026</td>
<td>0.019</td>
<td>0.042</td>
<td>0.025</td>
<td>0.016</td>
<td></td>
</tr>
<tr>
<td>{1, 2}</td>
<td>0.028</td>
<td>0.011</td>
<td>0.004</td>
<td>0.027</td>
<td>0.009</td>
<td>0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>{1, 3}</td>
<td>0.004</td>
<td>NA</td>
<td>NA</td>
<td>0.002</td>
<td>NA</td>
<td>NA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>{2, 3}</td>
<td>0.051</td>
<td>0.034</td>
<td>0.027</td>
<td>0.049</td>
<td>0.032</td>
<td>0.024</td>
<td></td>
<td></td>
</tr>
<tr>
<td>{1, 3}</td>
<td>0.038</td>
<td>0.022</td>
<td>0.014</td>
<td>0.037</td>
<td>0.019</td>
<td>0.011</td>
<td></td>
<td></td>
</tr>
<tr>
<td>{2, 3}</td>
<td>0.007</td>
<td>NA</td>
<td>NA</td>
<td>0.006</td>
<td>NA</td>
<td>NA</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| \{1, 2, 3\} | 0.065 | 0.047 | 0.041 | 0.063 | 0.046 | 0.037 |
| \{1, 2\} | 0.050 | 0.033 | 0.026 | 0.049 | 0.031 | 0.023 |
| \{1, 3\} | 0.009 | NA | NA | 0.007 | NA | NA |
| \{2, 3\} | 0.114 | 0.096 | 0.089 | 0.112 | 0.095 | 0.086 |

| \{1, 3\} | 0.092 | 0.075 | 0.068 | 0.091 | 0.073 | 0.065 |
| \{2, 3\} | 0.044 | 0.026 | 0.019 | 0.042 | 0.025 | 0.016 |

| 0.2 | \{1, 2\} / \{1, 3\} / \{2, 3\} | 0.033 | 0.018 | 0.012 | 0.031 | 0.015 | 0.008 |
| \{1, 2\} | 0.018 | 0.002 | NA | 0.016 | 0.009 | 0.002 |
| \{1, 3\} | 0.004 | NA | NA | 0.003 | NA | NA |
| \{2, 3\} | 0.044 | 0.026 | 0.019 | 0.042 | 0.025 | 0.016 |

| \{1, 3\} | 0.028 | 0.014 | 0.006 | 0.025 | 0.009 | 0.002 |
| \{2, 3\} | NA | NA | NA | NA | NA | NA |
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<table>
<thead>
<tr>
<th>α</th>
<th>B</th>
<th>C</th>
<th>( A = {2, 3} )</th>
<th>( A = {1, 2, 3} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>{1, 2}</td>
<td>{1, 2}</td>
<td>\begin{bmatrix} 0.054 &amp; 0.038 &amp; 0.036 \ 0.039 &amp; 0.024 &amp; 0.018 \end{bmatrix}</td>
<td>\begin{bmatrix} 0.052 &amp; 0.036 &amp; 0.028 \ 0.038 &amp; 0.022 &amp; 0.014 \end{bmatrix}</td>
</tr>
<tr>
<td></td>
<td>{1, 3}</td>
<td>{1, 3}</td>
<td>\begin{bmatrix} NA &amp; NA &amp; NA \ 0.033 &amp; 0.017 &amp; 0.012 \end{bmatrix}</td>
<td>\begin{bmatrix} NA &amp; NA &amp; NA \ 0.031 &amp; 0.015 &amp; 0.008 \end{bmatrix}</td>
</tr>
<tr>
<td>0.3</td>
<td>{1, 2}</td>
<td>{1, 2}</td>
<td>\begin{bmatrix} 0.025 &amp; 0.011 &amp; 0.006 \ 0.009 &amp; NA &amp; NA \end{bmatrix}</td>
<td>\begin{bmatrix} 0.023 &amp; 0.008 &amp; 0.001 \ 0.007 &amp; NA &amp; NA \end{bmatrix}</td>
</tr>
<tr>
<td></td>
<td>{1, 3}</td>
<td>{1, 3}</td>
<td>\begin{bmatrix} NA &amp; NA &amp; NA \ 0.032 &amp; 0.018 &amp; 0.013 \end{bmatrix}</td>
<td>\begin{bmatrix} NA &amp; NA &amp; NA \ 0.029 &amp; 0.015 &amp; 0.008 \end{bmatrix}</td>
</tr>
<tr>
<td>0.4</td>
<td>{1, 2}</td>
<td>{1, 2}</td>
<td>\begin{bmatrix} 0.018 &amp; 0.005 &amp; 0.001 \ 0.002 &amp; NA &amp; NA \end{bmatrix}</td>
<td>\begin{bmatrix} 0.015 &amp; 0.002 &amp; NA \ 0.007 &amp; NA &amp; NA \end{bmatrix}</td>
</tr>
<tr>
<td></td>
<td>{1, 3}</td>
<td>{1, 3}</td>
<td>\begin{bmatrix} NA &amp; NA &amp; NA \ 0.025 &amp; 0.012 &amp; 0.008 \end{bmatrix}</td>
<td>\begin{bmatrix} NA &amp; NA &amp; NA \ 0.022 &amp; 0.009 &amp; 0.003 \end{bmatrix}</td>
</tr>
<tr>
<td>0.5</td>
<td>{1, 2}</td>
<td>{1, 2}</td>
<td>\begin{bmatrix} 0.011 &amp; NA &amp; NA \ 0.007 &amp; NA &amp; NA \end{bmatrix}</td>
<td>\begin{bmatrix} 0.015 &amp; 0.002 &amp; NA \ 0.007 &amp; NA &amp; NA \end{bmatrix}</td>
</tr>
<tr>
<td></td>
<td>{1, 3}</td>
<td>{1, 3}</td>
<td>\begin{bmatrix} NA &amp; NA &amp; NA \ 0.018 &amp; 0.007 &amp; 0.003 \end{bmatrix}</td>
<td>\begin{bmatrix} NA &amp; NA &amp; NA \ 0.015 &amp; 0.003 &amp; NA \end{bmatrix}</td>
</tr>
<tr>
<td></td>
<td>{2, 3}</td>
<td>{2, 3}</td>
<td>\begin{bmatrix} 0.032 &amp; 0.021 &amp; 0.017 \ 0.018 &amp; 0.006 &amp; 0.003 \end{bmatrix}</td>
<td>\begin{bmatrix} 0.028 &amp; 0.016 &amp; 0.01 \ 0.014 &amp; 0.002 &amp; NA \end{bmatrix}</td>
</tr>
<tr>
<td></td>
<td>{1, 2, 3}</td>
<td>{1, 2, 3}</td>
<td>\begin{bmatrix} 0.089 &amp; 0.069 &amp; 0.066 \ 0.059 &amp; 0.048 &amp; 0.044 \end{bmatrix}</td>
<td>\begin{bmatrix} 0.077 &amp; 0.065 &amp; 0.060 \ 0.056 &amp; 0.044 &amp; 0.039 \end{bmatrix}</td>
</tr>
<tr>
<td>( \Lambda^H_{Pac} )</td>
<td>( \Lambda^I_{Pac} )</td>
<td>( \Lambda^C_{Pac} )</td>
<td>( \Lambda^H_{Pac} )</td>
<td>( \Lambda^I_{Pac} )</td>
</tr>
<tr>
<td>0.1</td>
<td>{1, 2}</td>
<td>{1, 2}</td>
<td>\begin{bmatrix} 0.040 &amp; 0.022 &amp; 0.012 \ 0.024 &amp; 0.006 &amp; NA \end{bmatrix}</td>
<td>\begin{bmatrix} 0.018 &amp; NA &amp; NA \ NA &amp; NA &amp; NA \end{bmatrix}</td>
</tr>
<tr>
<td>Groups</td>
<td>{1, 3}</td>
<td>{1, 2}</td>
<td>{2, 3}</td>
<td>{1, 2}</td>
</tr>
<tr>
<td>--------------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td></td>
<td>0.047</td>
<td>0.029</td>
<td>0.019</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td>0.034</td>
<td>0.016</td>
<td>0.006</td>
<td>0.034</td>
</tr>
<tr>
<td></td>
<td>0.003</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>0.028</td>
<td>0.012</td>
<td>0.002</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>0.012</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>0.049</td>
<td>0.032</td>
<td>0.023</td>
<td>0.024</td>
</tr>
<tr>
<td></td>
<td>0.035</td>
<td>0.018</td>
<td>0.009</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>0.098</td>
<td>0.081</td>
<td>0.072</td>
<td>0.073</td>
</tr>
<tr>
<td></td>
<td>0.076</td>
<td>0.059</td>
<td>0.050</td>
<td>0.073</td>
</tr>
<tr>
<td></td>
<td>0.028</td>
<td>0.011</td>
<td>0.002</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>0.026</td>
<td>0.011</td>
<td>0.002</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td>0.039</td>
<td>0.024</td>
<td>0.016</td>
<td>0.013</td>
</tr>
<tr>
<td></td>
<td>0.025</td>
<td>0.009</td>
<td>0.001</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>0.088</td>
<td>0.073</td>
<td>0.065</td>
<td>0.062</td>
</tr>
<tr>
<td></td>
<td>0.067</td>
<td>0.052</td>
<td>0.043</td>
<td>0.040</td>
</tr>
</tbody>
</table>
According to the results presented in Tables 3 and 4, it may be observed that:

1. Hot duplication of the components 1 and 2, $A=\{1, 2\}$, will increase $L(0.1)$ from $\frac{2.303}{\Lambda}$ to $\frac{3.285}{\Lambda}$, see Table 2. The same effect on $L(0.1)$ can occur by:

   (1.1) reducing the mixture failure rate of:

   (i) the component 1 and 2, $B=\{1, 2\}$, by the factor $\rho=0.515$, see Table 3,

   (ii) the component 1 and 3, $B=\{1, 3\}$, by the factor $\rho=0.548$, see Table 3,
(iii) the component 2 and 3, $B=\{2, 3\}$, by the factor $\rho=0.586$, see Table 3,
(iv) the component 1, 2 and 3, $B=\{1, 2, 3\}$, by the factor $\rho=0.701$, see Table 3,

(1.2) reducing some types of the mixture failure rate as follows:

(i) types 1 (industry), 2 (shock), $C=\{1, 2\}$ of the mixture of component 1 and 2, $B=\{1, 2\}$, by the factor $\Lambda_{\rho_{c}}=0.044$, see Table 4, in this case, $\Lambda_{\rho_{c}} = \sum_{i=1}^{n} \sum_{j=1}^{n} \rho_{i} \rho_{j} \lambda_{i} \lambda_{j} = 0.044$, so

$0.068\rho_{1} + 0.0435\rho_{2} = 0.044$. Then $\rho_{1} \in (0, 1)$ and $\rho_{2} = \frac{0.044 - 0.068\rho_{1}}{0.0435}$.

(ii) types 1 (industry), 3 (human), $C=\{1, 3\}$ of the mixture of component 1 and 2, $B=\{1, 2\}$, by the factor $\Lambda_{\rho_{c}}=0.028$, see Table 4, in this case,

$\Lambda_{\rho_{c}} = \rho_{1}(\alpha_{1,1} \lambda_{11} + \alpha_{2,1} \lambda_{21}) + \rho_{3}(\alpha_{1,3} \lambda_{13} + \alpha_{2,3} \lambda_{23}) = 0.028$, so

$0.068\rho_{1} + 0.02775\rho_{3} = 0.028$. Then $\rho_{1} \in (0, 1)$ and $\rho_{3} = \frac{0.0288 - 0.068\rho_{1}}{0.02775}$.

(iii) types 2 (shock), 3 (human), $C=\{2, 3\}$ of the mixture of component 1 and 2, $B=\{1, 2\}$, by the factor $\Lambda_{\rho_{c}}=0.004$, see Table 4, in this case,

$\Lambda_{\rho_{c}} = \rho_{2}(\alpha_{1,2} \lambda_{12} + \alpha_{2,2} \lambda_{22}) + \rho_{3}(\alpha_{1,3} \lambda_{13} + \alpha_{2,3} \lambda_{23}) = 0.004$, therefore

$0.0435\rho_{2} + 0.02775\rho_{3} = 0.004$. Then $\rho_{2} \in (0, 1)$ and $\rho_{3} = \frac{0.004 - 0.0435\rho_{2}}{0.02775}$.

2. In the same manner, one can read the rest of results presented in Tables 3, 4 when the other duplication methods are used with different $A$, $B$ and $C$.

3. The notation NA, means that there is no equivalence between the two improved systems: one obtained by reducing the failure rates of the set $B$ of the system components and the other obtained by improving the set of $A$ components according to the duplication methods.

Tables (5-6) show the MREF of the improved systems using each duplication method for some $A$, $B$ and $C$.

Table 5. The MREF $\xi^{D}_{A,B}$.

<table>
<thead>
<tr>
<th>A</th>
<th>$B={1,2}$</th>
<th>$B={1,3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\xi^{H}_{S}$</td>
<td>$\xi^{I}_{S}$</td>
</tr>
<tr>
<td>{1, 2}</td>
<td>0.418</td>
<td>0.314</td>
</tr>
<tr>
<td>{1, 3}</td>
<td>0.397</td>
<td>0.293</td>
</tr>
<tr>
<td>{2, 3}</td>
<td>0.339</td>
<td>0.258</td>
</tr>
</tbody>
</table>
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Table 6. The MREF $\Lambda_{\xi_{sc}}^{D}$.

<table>
<thead>
<tr>
<th>B</th>
<th>C</th>
<th>A={1, 2}</th>
<th>A={1, 3}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Lambda_{\xi_{sc}}^{H}$</td>
<td>$\Lambda_{\xi_{sc}}^{I}$</td>
<td>$\Lambda_{\xi_{sc}}^{C}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>{1, 2}</td>
<td>{1, 2}</td>
<td>0.030</td>
<td>0.016</td>
</tr>
<tr>
<td></td>
<td>{1, 3}</td>
<td>0.015</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>{2, 3}</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>{1, 3}</td>
<td>{1, 2}</td>
<td>0.038</td>
<td>0.023</td>
</tr>
<tr>
<td></td>
<td>{1, 3}</td>
<td>0.025</td>
<td>0.010</td>
</tr>
<tr>
<td></td>
<td>{2, 3}</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>{2, 3}</td>
<td>{1, 2}</td>
<td>0.051</td>
<td>0.037</td>
</tr>
<tr>
<td></td>
<td>{1, 3}</td>
<td>0.037</td>
<td>0.022</td>
</tr>
<tr>
<td></td>
<td>{2, 3}</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>{1, 2, 3}</td>
<td>{1, 2}</td>
<td>0.100</td>
<td>0.086</td>
</tr>
<tr>
<td></td>
<td>{1, 3}</td>
<td>0.079</td>
<td>0.064</td>
</tr>
<tr>
<td></td>
<td>{2, 3}</td>
<td>0.030</td>
<td>0.016</td>
</tr>
</tbody>
</table>

Based on the results presented in Tables 5 and 6, one can conclude that:

1. The improved system that can be obtained by improving components 1 and 2, $A={1, 2}$, according to hot duplication method, has the same mean time to failure of that system which can be obtained by doing one of the following:

   (1.1) reducing the mixture failure rates of:

   (i) components 1 and 2, $B={1, 2}$, by the same factor $\xi=0.418$, see Table 5,
(ii) components $1$ and $3$, $B = \{1, 3\}$, by the same factor $\xi = 0.458$, see Table 5.

(iii) components $2$ and $3$, $B = \{2, 3\}$, by the same factor $\xi = 0.504$, see Table 5.

(iv) components $1$, $2$ and $3$, $B = \{1, 2, 3\}$, by the same factor $\xi = 0.642$, see Table 5.

(1.2) reducing some types of the mixture failure rate as follows:

(i) types 1 (industry), 2 (shock), $C = \{1, 2\}$ of the mixture of component 1 and 2, $B = \{1, 2\}$, by the factor $\Lambda_{\xi_{SC}} = 0.030$, see Table 6, in this case, $\Lambda_{\xi_{SC}} = \sum_{j \in B} \sum_{j \in C} \xi_j \alpha_j \lambda_j$, so $0.068 \xi_1 + 0.0435 \xi_2 = 0.030$. Then $\xi_1 \in (0, 1)$ and $\xi_2 = \frac{0.030 - 0.068 \xi_1}{0.0435}$.

(ii) types 1 (industry), 3 (human), $C = \{1, 3\}$ of the mixture of component 1 and 2, $B = \{1, 2\}$, by the factor $\Lambda_{\xi_{SC}} = 0.015$, see Table 6, in this case, $0.068 \xi_1 + 0.02775 \xi_3 = 0.015$. Then $\xi_1 \in (0, 1)$ and $\xi_3 = \frac{0.015 - 0.068 \xi_1}{0.02775}$.

2. The Notation NA in Tables 5 and 6 mean that the mean time to failure of a design obtained from the original system by reducing the set of failure rates is not equal to the mean time to failure of a design obtained from the original system by assuming duplication methods.

3. In the same manner, one can read the rest of results presented in Tables 5 and 6 when the other duplication methods are used with different $A$, $B$ and $C$.
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